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There is a crisis in basic education during this pandemic which affected everyone worldwide,
we see that teaching and learning have gone online which has effected student perfor-
mance. Student’s academic performance needs to be predicted to help an instructor identify
struggling students more easily and giving teachers a proactive chance to come up with
supplementary resources to learners to improve their chances of increasing their grades.
Data is collected on KAGGLE and the study is focusing on student’s engagement, how
often they check their announcements, number of raised hands, number of accessed forum
and number of accessed resources to predict student academic performance. Various ma-
chine learning models such as Support vector machine, Decision tree, Perceptron classifier,
Logistic regression and Random forest classifier is used. From the results, it was proven
that Support vector machine algorithm is most appropriate for predicting student academic
performance. Support vector machine gives 70.8% prediction which is relatively higher

than other algorithms.

1 Introduction

Student performance prediction is a crucial job due to the large
volume of data in educational databases. A lot of data has be-
come available describing student’s online behaviour and student
engagement [1]. Online data has been used by a great number of
researchers. Online learning and teaching is making a significant
impact on the fabric of basic education.

Predicting the performance of a student is a great concern to the
basic education management. The scope of this paper is to iden-
tify the factors influencing the performance of students in different
grades and to find out the best machine learning model to predicting
student academic performance and helps to identify students with
poor grades and then be evaluated and provided with new materials
and methods to improve their results.

There is a crisis in basic education during this pandemic which
affected everyone worldwide, we see that teaching and learning

have gone online which has effected student performance/grades.

Parents are now supposed to sign whether their children must attend
traditional class or online classes due to this pandemic. Online

learning platforms is used to track student performance, provides
unlimited access to online materials, organises online content in
one location though many things that need to be learned do not add
themselves to online learning. Many courses require the acquisition
of soft skills, which cannot be easily learned or tested online.

They have been many attempts on predicting student academic
performance using data collected from students activity logs and
student demographic information. They have used several of data
mining techniques. Decision trees were primarily used to find the
predictor variables to the predicted variable and shows the targeted
discrete value [2} 3]]. Logistic Regression- was used to describe
data and describe the relationship among the variables and Random
forest was primarily used to maintain accuracy between the variable

(4]-5].

This research aim to predict student performance from data col-
lected on student’s activity logs on an online learning and student’s
demographic information. We want to find the accuracy of some
classification models for predicting student academic performance.
The major objectives of this study are:
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¢ Finding the best classification model on student data set.

e Predict student academic performance using student’s demo-
graphically data and student’s online logging’s data.

We would like to find out, does the online engagement have
an influence on physical engagement? Does the parent association
with the learners improve the learner’s engagement?.

This study will be using various Machine Learning methods to
predict student’s academic performance. Five popular classification
methods (Support vector machines, Decision trees and Perceptron
classification, Logistic regression and Random forest) are built and
compared to each other making use of their predictive accuracy on
the given data samples to predict student academic performance.
Data is collected on KAGGLE and we will be focusing on student’s
engagement, how often they check their announcements, number of
raised hands, number of accessed forum and number of accessed
resources to predict student success. The process of predicting
student performance using online logging’s data is performed using
various data mining techniques. [0, [7].

This study proposes the following assumptions:

e Every student must have undergone some training on how to
utilise online learning platform to predict correct results.

e Every student have an equal chance of receiving all course
materials.

e If a student fails to submit an assessment or attend any fo-
rums it assumes the student has obtained 0% in that particular
assessment.

2 Related Work

This chapter provides an overview of previous research on predict-
ing student academic performance. This section illustrates other
similar work-related to predicting student academic performance.

2.1 Data

Several researchers have used machine learning algorithms in pre-
dicting student’s academic performance. 323 students doing un-
dergraduate who enrol in dynamics in 4 consecutive semesters: in
semester one there were 128 students, in semester two there were 58
students, in semester three there were 53 students and semester four
there were 84 students [8]]. Other authors have used undergraduate
student’s information from four different sources which included
student’s demographic data, course resources data, forums data and
Sakai’s grade book data [4]].

Other authors have used electronic data from the universities to
improve the quality of educational processes. They studied using
machine learning techniques to study the performance of under-
graduate students [9]. We also learnt that other researchers have
conducted their study about the student academic performance in
high schools and in Iran for bachelor degree students. They analysed
data of 1100 learners where 500 where the high school students and
600 was that of the bachelor degree level [10]].
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2.2  Features

Several researchers have used student’s demographic information
and student online loggings data to predict student academic per-
formance. The authors have done predictions for 4 class, 3 class
and 2 class. The authors applied oversampling in other to balance
the dataset and also used 3 different machine learning classifiers to
predict student academic performance [8]].

Several researchers collected data from student materials, as-
signments, tests, forums, and discussions on the online learning
platform database to predict student success. Some researchers pre-
dicted student academic performance and they collected data from
total login frequency on the system and a total number of attended
forums [4].

2.3 Model

Various machine learning methods have been used by several re-
searchers to predict student academic performance using student’s
demographic information and student online logging’s data. Two
machine learning algorithms were used which are Bayesian net-
works and Decision trees. The Decision trees was more accurate
than Bayesian network by 3-12% [8]].

Other authors have used C4.5 decision trees, Naive bayes classi-
fier, Random forests, neural networks and Meta-classifiers. After
the analysis they found that C4.5 decision trees performed better [9].
The analysis shows that parent educational level, past examination
results and gender has an impact on the presentation [[11].

They also used decision trees and clustering data mining al-
gorithms. They focused upon two type of student performance.
They first predicted student academic performance at the end of the
study programme [12]]. Later predicted the student progressions and
add them with the predicted results. The results shows good and
bad performance of students and assists with identifying struggling
students and giving teachers a proactive chance to come up with
supplementary measures to improve their chances of passing. The
decision trees gave out the best results [4]].

3 Research Contribution

This study contributes to the current body on literature by predicting
student academic performance and helps to identify students with
poor grades can then be evaluated and provided with new materials
and methods to improve their grades. Predicting students perfor-
mance allow an instructor to spot non-engagement students based
on their actions and activities from online learning platform. It
also assists with identifying struggling students and giving teachers
a proactive chance to come up with supplementary measures to
improve their chances of passing during the course of their study
programme.

From the literature that was reviewed various machine learning
methods have been used by several researchers to predict student
academic performance, they predicted student academic perfor-
mance at the end of the study programme and they were unable able
to detect which students may need immediate attention so that they
lower the chances of them failing.
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Table 1: Related Works.

Authors Features Models Accuracy
Shaobo 323 students doing under- | Decision trees and | The decision trees consis-
Huang and | graduate who enrol in dy- | Bayesian networks tently 3 - 12% more accurate
Ning Fang in | namics in 4 consecutive than the Bayesian network.
(2012) semesters
M. Lauriaetal | Used wundergraduate stu- | Logistic regression, | Support vector machines and
(2012) dent’s data support vector ma- | the logistic regression gave
chines and C4.5 deci- | out higher
sion trees
Oskouei Total number of 1100 and | C4.5 decision trees, | The best prediction was
Askari et al | 500 where the high school | Naive bayes classi- | found using the C4.5 deci-
(2014) students and 600 was that of | fier, Random forests, | sion trees.
the bachelor degree level neural networks and
Meta-classifiers
Raheela Asif | Used electronic data from the | Decision trees and | The decision trees gave out
et al (2017) universities to improve the | clustering. the best results.
quality of educational pro-
cesses.

4 Research Methodology

This chapter presents the methods that is proposed in this study
to predict performance of students using student’s demographical
information and student’s online logging’s data.

4.1 Research design

Based on the literature the study proposed using data mining tech-
niques to find whether the total spent time on online learning affect
the student’s performance and how have learning management sys-
tem features affect the student performance.

4.2 Data description:

The data set consists a total of 480 records and 16 features. We
found that there are 3 major categories of features: first being student
demographic information such as student nationality and student
gender. Secondly being student academic information such as stu-
dent grade, student section and student educational stage. Thirdly
being student behavioural information such as number of access
resources, number of raised hands in class and school satisfaction.

The data set consists a total of 305 males and 175 females where
179 are from Kuwait, 28 are from Palestine, 172 are from Jordan,
22 are from Iraq, 17 are from Lebanon, 12 are from Tunis, 11 are
from Saudi Arabia, 9 are from Egypt, 6 are from USA, 7 are from
Syria, 6 are from Iran, 6 are from Libya, 4 are from Morocco and 1
is from Venezuela.

The data set is collected in two academic semesters, on first
semester they were 245 student records and 235 student records on
semester two.

The data set also covers the features of the school attendance
days. There are two categories based on their number of absence
days. We found that there were 289 students their absence days
were under 7 days and 191 students were absent for more than 7
days.
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Finally, the data set also contains parent’s participation on their
children academic process. There are two categories: first being
the parent answering survey and secondly being parent school satis-
faction. We found that 270 parents managed to answer the survey
and 210 parents did not answer the survey. We also found that 292
parents are happy and satisfied with the school and 188 parents are
not satisfied.

4.3 Classification field

There are three numerical intervals of student grades. The first
interval is for students who obtained a failing percentage (L), the
interval includes values from 0% to 69%. The second interval is
for students who obtained low passing percentage (M), the interval
includes values from 70% to 89%. Lastly is for students who got
high passing percentage (H), the interval includes values from 90%
to 100%.

4.4 Methods

Predictive Models: Five popular classification methods (Decision
trees and Perceptron classification and Support vector machines,
Logistic regression and Random forest) are built and compared to
each other making use of their predictive accuracy on the given data
samples. Brief description of the predictive models that will be used
in this study.

Support Vector Machines: Support vector machines (SVMs)
[13]] helps in detecting the outliers on the data set and it also per-
form classification. SVMs are set of supervised learning methods.
SVMs used kernel trick to modify data and use the modified data
to find the difference between the possible end results. SVM finds
the optimal solution by computing on each feature by using par-
tial differentiation after employing the Lagrange multiplier [14].
The model decreases convolution of the training data consequential
subset of support vectors.
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Table 2: This table depicts the student related variables and their description.

Data Field Description

Gender The student’s gender.

Nationality The student’s nationality

Place of Birth The student’s country of birth.

Stage ID Educational level student belongs to (Elementary, Middle, or
High School

Grade ID The grade year of the student.

Section ID The classroom the student is in.

Topic The topic of the course.

Semester The semester of the school year. (F for Fall, S for Spring)

Relation The parent responsible for student.

raised hands

How many times the student raises his/her hand on classroom

Visited Resources

How many times the student visits a course content

Announcements View

How many times the student checks the new announcements

Discussion

How many times the student participate on discussion groups

Parent Answering Survey
not

Parent answered the surveys which are provided from school or

Parent School Satisfaction

Whether or not the parents were satisfied. "Good" or "Bad".
Oddly this was not null for parents who did not answer the survey.
It is unclear how this value was filled in.

Student Absence Days

Whether or not a student was absent for more than 7 days

Class

Our classification field. 'L’ is for students who got a failing
percentage (Less than 69%), "M’ for students who got a low
passing grade (Between 70% and 89%), and "H’ for students who
achieved high marks in their course (90% to 100%)

Given a data set containing a training set of N data points,
{xx, yk}szl and input data, which is an n-dimensional data vector
(x_keR"N) and output, which is the one-dimensional vector space
(v_ker); SVM create the classifier as shown below in this equation:

y(x) = sign

N
Z Y (x, x) + b
k=1

where a; are positive real constants and b is a real constant.

Decision trees (DTs): In this study Decision trees is used to
find the predictor variables to the predicted variable and shows the
targeted discrete value. "Decision trees uses variable values to cre-
ate a structure that has nodes and edges" [15]]. A DT has internal
nodes and leaves, rectangles represents nodes and ovals represents
leaves. Data set features are represented by the internal node and it
contain two or more child. The value of these features is found at
the branches. Each leaf contains a classification label [[16].

Decision trees are established from a training set. A tree is
called the hierarchy and a node is called segment. The entire data
set is contained at the original segment called the node of the tree.
The branches are formed by the node with its successors that created
it and the leaves are final nodes. The decision is made on each leaf
and it is applied to all the observations in the leaf. The decision is
the predicted value.

Perceptron classification: The Perceptron classifier [17] is a set
of supervised learning, the classification field of a sample can be
predicted using Perceptron classifier. Perceptron classifier accept
numerous input and if the number of inputs is more than the speci-
fied condition, it does not return the output, it output the massage
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for corrections. In the Perceptron algorithm features on the data
set are taken as inputs and it is represented by x1, x2, x3, x4,...,xn
where features value is indicated by x and the total occurrences is
represented by n.

The required features to be trained is stored as input in the first
layer. Now the total inputs and weights will be multiplied and add
their outcome. The weights are the values obtained through the
training of the model and are denoted by wl, w2, w3,..,wn. The
output function will be shifted by the bias value and this value will
later be presented to the activation function then the output value is
obtained after receiving the value on the last step.

Logistic regression (LR): Logistic regression describe the asso-
ciation among variables and it was used to predict student academic
performance by estimating the probability of an event occurring
[[L8]. It also shows the probability of two categories by fitting the
explanatory variables and log odds to model using this equation.

(P(Y = 11X))
1-P(Y = 11X)

where Y=(0,1) is the binary variable; 1 if it is higher than the refer-
ence level and 0 if not, X = (X{, ...., X;,) are n explanatory variables
and B8 = (B, ....B,) are the estimated regression coefficient.
Random forest (RF): Random forest uses begging method to
generate trees in which its prediction is more accurate than that of
any individual tree [19]]. Random forest was also used to avoid over
fitting on the training set and limiting errors due to bias hence yield
accurate and useful results. RF can handle outliers and noise in the
data and gains high classification accuracy. RF generate numerous
decision trees in the training phase and output class labels [20]. RF

log( ) :ﬁ0+:81X1+’-"’ﬂNXN
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Figure 1: This figure depicts the proportion of student academic performance of the classification field.

is used in this study since it is permissible to less over-fitting and it
has proofed to be good classification results previously.

RF is a theoretical framework grounded on mixture of de-
cision trees; {T1X,...,TgX}. The ensemble produces B outputs
{Y] =T(X),..., YB = Tp(X), where Yb,b =1,..., Bis the predicted
grades by the bth tree. Output of all trees are aggregated to produce
one final prediction ¥, which is the class predicted by majority of
trees.

4.5 Analysis

The data set consist a total of 480 records. Machine learning al-
gorithms are applied to predict student academic performance and
we found that Support vector machine algorithm is best suited to
predict student academic performance. We achieve a total accuracy
of 70.8% which shows the potential accuracy of Support Vector Ma-
chine technique, followed by Random forest with 69.7% accuracy,
Logistic regression with 67.7% accuracy, Perceptron with 64.5%
and lastly Decision tree with 46.8%.

5 Results and Discussion

5.1 Pre-processing

Typically in machine learning before processing and running a test
on a data set, it is necessary to prepare the data and select the
targeted attribute. Selecting attributes requires putting all the match-
ing combination of attributes in the data set in order to find which
combination is suitable in predicting student academic performance.

Our goal with pre-processing was to change our numerical fields
that have a value like Grade ID to a numerical only value in a way
that we preserve that distance in a meaningful way. We also assign
our three classes to numerical outcomes with a preserved distance
and set setting L = -1, M = 0, and H = 1. We chose to preserve
the distance between the categorical values and scale our numeri-
cal fields so that they would be more meaningful when compared
together.

The five machine learning models are used to evaluate the stu-
dent’s academic performance and to check which model best predict

www.astesj.com

student performance.

5.2 Data visualisation

The data set consist a total of 480 records. In this study, the pur-
pose of selecting an attributes was to find the attributes that contain
numerical data, attributes that contain categorical data and classifi-
cation label. Our goal with data visualisation is to get an idea of the
shape of the data set and to see if we can easily identify any possible
outliers and also look to see if any of data is unclear or redundant.

5.3 Summary of results

In the previous section, student academic performance was dis-
cussed and how it will be evaluated. In this section we discuss the
performance of five machine learning models that was specified
in section 4. First of all, we performed data visualisation after
performing data pre-processing by generating simple plots of data
distributions to get an idea of the shape of the data set and then 5
main machine learning techniques was evaluated and also describe
the variables contained on the data set. The evaluation was done on
the full data set that consist of 480 features [21]].

From the results, it was proven that Support vector machine
algorithm is most suitable in predicting the performance of students.
SVM is relative higher than other algorithms and it has 70.8% pre-
diction accuracy, followed by Random forest with 69.7% accuracy,
Logistic regression with 67.7% accuracy, Perceptron with 64.5%
and lastly Decision tree with 46.8%. We found the overall percent-
age of passing rate using class variable. There were 26.46% students
who got a failing percent (less than 69%), 43.96% students who
got a low passing grades (between 70% and 89%) and 29.58% who
achieved high marks in their course (90% to 100%).

Student absence days seems to have a strong correlation with
class variable. Very few students who missed more than 7 days
managed to achieve high marks and very few students who missed
less than 7 days failed their course. From grade 2 to grade 12 we
found that grade 5, 9, and grade 10 have very few counts. No 5th
grade students pass and no 9th grade students achieve high marks.

In figure 4, the bar plot shows the accuracy of five popular
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Figure 2: This figure depicts the grade the student is in and it also shows the average student performance for each grade.
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Figure 3: This figure depicts the proportion of student absence days and it also shows whether or not a student was absent for more than 7 days.
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Table 3: This table shows the confusion matrices that describe the performance of the classification models.

> €
5]
=
=
=
o
L=
<

Table 4: This table depicts the machine learning algorithms used in this study and their performance accuracy.

Support vector machine
Predicted Values
Actual Values High [ Low | Medium
High 23 1 11
Low 0 19 3
Medium 5 8 26
Decision tree
Predicted Values
Actual Values High | Low | Medium
High) 20 1 14
Low 1 15 6
Medium 7 8 24
Perceptron
Predicted Values
Actual Values Fiigh | Low | Medium
High 8 4 25
Low 0 21 1
Medium 2 19 18
logistic regression
Predicted Values
Actual Values Fiigh | Low | Medium
High 8 4 25
Low 0 21 1
Medium 2 19 18
Random Forest
Predicted Values
Actual Values Fiigh | Low | Medium
High 22 1 12
Low 0 16 6
Medium 4 6 29

The comparison on prediction
accuracy among 5 models

T 67.70%

CLASSIFIERS

vector machine W Decision tree W Perceptron

Random Forest

Figure 4: The comparison on prediction accuracy among 5 models.

Classifier Accuracy
Support vector machine 70.8%
Decision tree 46.8 %
Perceptron 64.5%
Logistic regression 67.7%
Random forest 69.7%
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Table 5: This table depicts detailed accuracy of Logistic regression.

Features Weighted Average
Correctly classified Instances 73.75%
Incorrectly classified Instances 26.25%
Mean absolute error 21.33%
Root mean squared error 37.53%
Relative absolute error 49.27%
Root relative squared error 80.6%
Precision 73.8%
Recall 73.8%
F-Measure 73.8%
Roc Area 83.8%

Total number of Instances 480

Table 6: This table depicts detailed accuracy of Perceptron.

Features Weighted Average
Correctly classified Instances 79.37%
Incorrectly classified Instances 20.62%
Mean absolute error 14.88%
Root mean squared error 34.59%
Relative absolute error 34.36%
Root relative squared error 74.35%
Precision 79.3%
Recall 79.4%
F-Measure 79.3%
Roc Area 89.3%

Total number of Instances 480

Table 7: This table depicts detailed accuracy of Random Forest.

Features Weighted Average
Correctly classified Instances 76.66%
Incorrectly classified Instances 23.33%
Mean absolute error 24.28%
Root mean squared error 33.37%
Relative absolute error 56.09%
Root relative squared error 71.72%
Precision 76.6%
Recall 76.7%
F-Measure 76.6%
Roc Area 89.7%

Total number of Instances 480

Table 8: This table depicts detailed accuracy of Decision tree.

Features Weighted Average
Correctly classified Instances 72.70%
Incorrectly classified Instances 27.29%
Mean absolute error 29.53%
Root mean squared error 37.18%
Relative absolute error 68.19%
Root relative squared error 79.92%
Precision 72.8%
Recall 72.7%
F-Measure 72.7%
Roc Area 84.2%

Total number of Instances 480
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Table 9: This table depicts detailed accuracy of Support Vector Machine.

Features Weighted Average

Correctly classified Instances 78.75%
Incorrectly classified Instances 21.25%
Mean absolute error 27.22%
Root mean squared error 35.22%
Relative absolute error 62.87%
Root relative squared error 75.71%
Precision 78.8%
Recall 78.8%
F-Measure 78.7%

Roc Area 86%

Total number of Instances 480
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Figure 5: Receiver operating characteristic curve (class high).
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Figure 6: Receiver operating characteristic curve (class medium).
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Figure 7: Receiver operating characteristic curve (class low).
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machine learning models that is used to evaluate the student perfor-
mance. The legend of the plot indicate that blue colour is Support
vector machine, Yellow colour indicate Logistic regression, orange
colour indicate Decision tree, light blue indicate Random forest and
grey colour indicate Perceptron classifier.

Support vector machine has performed well when compared to
other machine models. 78.75% instances was correctly classified
and 21.25% instances was incorrectly classified. Another way of
representing accuracy of the machine learning models that are in
figure 4 is through confusion matrices. Table 3 describe how each
algorithm has performed.

The graphical representation of receiver operating characteris-
tic curve shows the performance of our best classification model,
Support vector machine at all classification thresholds [22]]. The
ROC curve figure 5, figure 6 and figure 7 shows the classification
performance of our best classifiers which is Support vector machine.
There are three numerical intervals of student grades (low, medium
and high). As can be seen from figure 5, figure 6 and figure 7.
The ROC curve occupies the upper left corner, which means the
classifier (SVM) used in this paper indicate a better performance
and the prediction of positive value is specific in some degree, with
AUC of 86%.

6 Conclusion and Future work

Companies and educational institutions uses learning management
systems to create and manage lessons, courses, quizzes and other
training materials [23]]. Student’s success needs to be predicted to
help an instructor identify academic performance and helps with
identifying struggling students more easily and giving teachers a
proactive chance to come up with supplementary resources to learn-
ers to improve their chances of increasing their grades. It may be
difficult for students to learn virtually than in a traditional class
hence the student’s performance vary due to difference methods of
delivering the course materials [24]].

Various machine learning models were used to predict student
success using the learning management system. Each model indi-
cate different percentage of accuracy when is tested with different
features that are associated in an online learning platforms [25].

Student’s performance was evaluated by five machine learning
techniques which is Perceptron classifier, Support vector machine
and Decision trees, Logistic regression and Random forest. Support
vector machine ends up handling the data the best with 70.8% ac-
curacy. The obtained results shows that the student absence days
influence student academic performance on the other hand student
class grades is not influencing student academic performance.

We aim to extend the study by collecting more additional fea-
tures such as encouraging and motivational strategies taken by fa-
cilitators and teachers and considering more materials available for
students in an E-learning platforms. We will also consider features
such as psychological factors available which affect student’s per-
formance. We also intent to use more interesting and detailed data
set to predict student academic performance in our future studies.
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